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(Tao’s) Motivation

▶ Traditional research: small teams (1–5 experts), hard to scale
▶ Larger-scale collaborations face verification challenges
▶ Public contributions often infeasible due to complexity
▶ AI tools: useful, but can hallucinate→ need verification

2 / 30



Proof Assistants as Enablers

▶ Proof assistants (e.g. Lean) allow modular verification
▶ Contributions can be verified automatically
▶ Enables participation from:

▶ Professional mathematicians
▶ General public
▶ Automated tools (ATPs, AI)

▶ Prior successes: formalization of known results (e.g. PFR)
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Towards New Mathematics

▶ Polymath projects: precedent for online collaboration
▶ Bottleneck: human moderators verifying contributions
▶ Adding proof assistants removes this barrier
▶ Goal: not just formalizing existing results, but exploring new mathematics

collaboratively
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Exploring Classes of Problems

▶ Aim: explore families of mathematical problems at once
▶ Modular, repetitive tasks→well-suited for:

▶ Crowdsourcing
▶ Automated tools

▶ Benefits: large datasets for benchmarking, faster intuition
▶ Analogy: Busy Beaver Challenge, GIMPS
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The Equational Theories Project (ETP)

▶ Pilot project testing this paradigm
▶ Inspired by MathOverflow question +Mastodon discussion
▶ Launched Sept 2024
▶ Goal: Determine complete implication graph of magma laws
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The Equational Theories Project (ETP)
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Collaboration Model

▶ Infrastructure:
▶ Lean proof assistant
▶ GitHub repository
▶ Zulip chat for discussion

▶ Contributions:
▶ Human participants (expert + public)
▶ Automated tools (ATPs, AI)

▶ Key: modular, verifiable pieces
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Background: Magmas and Laws

▶ A magma: a set with a binary
operation ◦

▶ Equational axioms: equalities
built from ◦ and variables

▶ Examples:
▶ Commutativity: x ◦ y = y ◦ x
▶ Associativity:

(x ◦ y) ◦ z = x ◦ (y ◦ z)
▶ Singleton: x = y

▶ Identity axiom e ◦ x = x
excluded (involves constant e)
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The Goal

▶ Up to trivial equivalences, there
are 4694 different laws with ≤ 4
applications of ◦

▶ Define the implication graph by
drawing an edge En ⊨ Em if
every magma obeying En also
obeys En

▶ Goal: Determine the entire
Hasse diagram

▶ There are
4694(4694 − 1) = 22 028 942
implications to prove or
disprove

10 / 30



Example entailment proof

11 / 30



The Goal

▶ Many of the implications or anti-implications are easy to work out by hand.
But this does not scale.

▶ Knowing some parts of the graph can help determine others, for example by
transitivity.

▶ The graph also has a duality symmetry under the involution from (x, y) 7→ x ◦ y
to (x, y) 7→ y ◦ x.
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The Goal

▶ In general, the problem is known to be undecidable
▶ ATPs can decide many specific implications, but are not guaranteed to

succeed in finite time
▶ A few specific laws are well studied: e.g. x = y(z(x(yz))) characterizes abelian

groups under subtraction. But the vast majority of laws had no established
literature.

▶ Collaboration needed to resolve all 22 028 942 implications
▶ Formal verification needed to verify all 22 028 942 implications
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Formalization Workflow

▶ Partially run like a regular Lean project + blueprint
▶ Automation + human contributions integrated via GitHub
▶ Zulip chat used for coordination and discussion
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Methods

▶ Positive Implications (E ⊨ E′):
▶ Hand proofs
▶ Rewriting rules
▶ Duality & preorder structure
▶ ATPs like Vampire, Z3

▶ Negative Implications (E ⊭ E′):
▶ Syntactic invariants
▶ Small finite magmas
▶ Linear / Translation-Invariant Models
▶ Greedy construction methods
▶ Twisting Semigroup Models
▶ Ad-hoc
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Zulip highlights
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Zulip highlights
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Zulip highlights
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Zulip highlights
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Zulip highlights
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Blueprint proofs
For particularly hard or intricate proofs, the blueprint was used to write a Latex
version of the proof first
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Visualization tools: Graphiti
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https://teorth.github.io/equational_theories/graphiti/?render=true&implies=854


Visualization tools: Equation Explorer

23 / 30

https://teorth.github.io/equational_theories/implications/?854


Visualization tools: Finite Magma Explorer
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https://teorth.github.io/equational_theories/fme/?magma=0%201%202%0A1%202%200%0A0%201%201


Dashboard
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Dashboard
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Finite implication graph

▶ Recall: En ⊨ Em if every magma obeying En also obeys En

▶ Let En ⊨fin Em if every finite magma obeying En also obeys En

▶ This is not the same, as there are some cases where every Em ⊨ En
counterexample is infinite
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The remaining open question

Theorem (Open problem)

Does the law E677: x = y ◦ (x ◦ ((y ◦ x) ◦ y)) imply the law E255: x = ((x ◦ x) ◦ x) ◦ x for
finite magmas?
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LLMs need not apply

▶ The ETP made extensive use of “good old-fashioned AI” in the form of ATPs
▶ But LLMs made only modest contributions:

▶ Building visualization tools
▶ code completion
▶ guessing a rewriting system for a specific law from similar examples

▶ The implication graph appears to have some structure, such that a neural
network may be able to predict it with high accuracy given a portion of the
graph. This is still speculative however, and we did not use ML for this
during the project.
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The End

https://teorth.github.io/equational_theories
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https://teorth.github.io/equational_theories

