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Abstract

Symbolic informalization enables a reliable conversion of formal mathematics to natural
language. It can also be used for creating training data for neural autoformalization. This
paper outlines the project Informath, which aims to show how symbolic informalization
can produce text with natural variation, be developed with a reasonable effort, and address
multiple formal and natural languages simultaneously.

1 Introduction

Informalization, translating from formal to natural language is a useful technique when com-
municating the results of formal mathematics to the rest of the world. Mizar’s generation of
LATEX [2] is an early example of this, and the extraction of texts from Coq proofs [3] is another
one from the 1990s.

A more recent application of informalization is to help the opposite direction, autoformal-
ization. This trend started with [15], using Mizar’s informalization [2] for producing training
data for neural machine translation. Mizar’s informalization is symbolic, based on rules,
whereas [7] uses a neural language model also for informalization.

Symbolic informalization can, at least in theory, be made 100% reliable, and therefore used
for automatic processing without human control. Neural methods can usually not give such
guarantees. Thus the neural informalization used in [7] produces results that are reported to
be 74% correct. The authors accept this and state three arguments against using symbolic
informalization tools: these tools

• “result in natural language content that lacks the inherent diversity and flexibility in
expression: they are rigid and not natural-language-like”,

• “are hard to design and implement”,
• “differ a lot for different formal languages, hence the approach is not scalable for multiple
formal languages”.

Since we do not want to throw away the advantages of symbolic informalization, we take these
claims as challenges to be met. They have been a stimulus for the project Informath, which
builds on the tradition of symbolic approaches, in particular [3, 6, 8, 4, 11, 9]. The following
brief overview of Informath aims to show how it deals with the three challenges.

2 The Informath project

Informath builds on two technologies:
• Dedukti [1], a logical framework designed to be an interlingua for many other frameworks
and equipped with conversion tools between them.

• GF (Grammatical Framework, [10]), a grammar formalism that uses a logical framework
to define interlingual representations (abstract syntaxes) for natural languages.
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The use of Dedukti readily solves the third problem mentioned in [7]: multiple formal languages.
Informath addresses at the moment four formal languages simultaneously: Dedukti itself, Agda,
Lean, and Rocq (formerly Coq). With the use of GF on the natural language side, currently
three languages are addressed: English, French, and Swedish.

Here is an example of a Dedukti formula and its renderings in each language:

Dedukti: (a : Elem Int) -> (c : Elem Int) -> Proof (and (odd a) (odd c)) ->

Proof (forall Int (b => even (plus (times a b) (times b c))))

Agda: (a : Int) -> (c : Int) -> and (odd a) (odd c) ->

all Int (\b -> even (plus (times a b) (times b c)))

Rocq: forall a : Int, forall c : Int, (odd a /\ odd c ->

All Int (fun b => even (a * b + b * c)))

Lean: (a c : Int) (_ : odd a /\ odd c) : All Int (\b => even (a * b + b * c))
English: Let a, c ∈ Z. Assume that a and c are odd. Then ab + bc is even for every integer b.
French: Soient a, c ∈ Z. Supposons que a et c sont impairs. Alors ab+ bc est pair pour tous les entiers
b.
Swedish: L̊at a, c ∈ Z. Anta att a och c är udda. D̊a är ab + bc jämnt för alla heltal b.

The second problem, difficult design and implementation, is addressed by using GF and its
Resource Grammar Library (RGL), which takes care or morphological and syntactic details and
provided a high-level API to programmers. This is an advantage over context-free grammars
familiar from compilers and used in, e.g., ForTheL [8]. In order to recognize variations such “is”
vs. “are” in a context-free grammar, the simplest way is to treat them as free variants without
requiring agreement to the subject. This is tolerated, sometimes even desired, in systems
aimed to parse natural language input. But systems for informalization should guarantee
grammaticality. Even a simple sentence such as “x is even” needs several context-free rules
to be accurate in English, if also negated and inverted sentences are to be covered. In French,
over 50 variations are needed because of gender and mood. In GF, a single RGL expression,
mkCl x even_A (building a clause with an adjectival predicate), is enough for both languages.

In addition to helping grammar writers, the abstractions provided by GF and RGL support
the use machine learning to extract rules from text [13]. In the Informath project, we have
used neural parsing to help extract mathematical terminology from Wikidata labels [12]. Since
machine learning is by nature uncertain, such rules must be manually checked. However, they
need only be checked once to become a part of a 100% reliable symbolic system.

The biggest challenge raised in [7] is the first one: diversity and flexibility in expression.
The tool we use for this is symbolic NLG (Natural Language Generation, [14]), which can
easily produce hundreds paraphrases of a given sentence. Developing a grammar for these
paraphrases is guided by existing mathematical texts, and the goal is to cover the full variation
of mathematical language described in [5].

3 First results

In Summer 2024, a grammar was built based on over 5000 mathematical terms in Wikidata,
together with a syntax that covered most of ForTheL and Naproche [12]. In Winter 2025, a
complete framework was built to translate between the formal and natural languages mentioned
above, together with examples from arithmetic, set theory, and the “100 theorems” of [16].
An ongoing Master’s thesis at Chalmers (by Pei Huang) uses symbolic data to reproduce the
experiments of [7]. The focus has been on definitions and statements: while Informath can
also informalize Dedukti proofs, the results are not good enough without extra NLG work.
Informath code is available in https://github.com/aarneranta/informath.
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