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Clause selection is arguably the most important choice point in saturation-based automated
theorem proving [9]. It amounts to deciding, in each iteration of the saturation loop, which
next clause to select for activation, i.e., for the promotion from the passive set to the active
set, which means enabling this selected clause’s participation in generating inferences. In the
commonly used Discount loop [1], a refutation can only be successfully completed when all
clauses that the proof consists of have been selected. This means that in order to get a more
powerful prover, “all we need to do” is to come up with a heuristic which is better than our
current ones at selecting clauses that will most likely end up in the yet to be discovered proof.

Recently, several successful systems for machine-learned clause selection guidance have been
developed, most notably ENIGMA in several incarnations [5, 6, 7, 4] and Deepire [10, 11]. Al-
though the underlying machine learning models differ (e.g., boosted trees, neural network, etc.),
the systems all learn from previously observed prover derivations, training a binary classifier
to recognize as positive those clauses that appeared in the discovered proofs, against the back-
ground of all the recorded selected clauses. Although this is typically not stated explicitly, the
learning setup in ENIGMA or Deepire can be seen to already assume a working clause selection
heuristic and mainly seeks to improve upon it through the integration of the learned advice.

On the other hand, approaches inspired by the reinforcement learning (RL) paradigm [14,
15], strive to learn a standalone clause selection heuristic from scratch [3, 12]. Although the
found proof is still used as the gold positive label for the clauses which appear in it, the
background against which the model learns consists of the passive clauses (as opposed to the
selected and activated ones) and, moreover, each recorded derivation step can use the precise
snapshot of the passive set content at the given moment. This RL-inspired approach a priory
leads to a regression model (as opposed to a classifier), although the technical details (notably
the loss function) are surprisingly similar.

Despite the mentioned differences, both the ENIGMA-style and the RL-inspired learning
operators ultimately aim to achieve the same pragmatic goal, namely to improve the prover
performance by learning from experiences gathered while solving problems from some bench-
mark family or distribution of interest. However, to the best of my knowledge there is no direct
experimental comparison of the two. During my talk at WAPSML this March in Vienna1 I
managed to compare and contrast ENIGMA-style and the RL-inspired learning from the design
perspective, but the performance evaluation remained unexplored. I would like to pay off this
debt to the scientific audience at AITP 2024.

There are at least two dimensions to such an evaluation. It seems that the RL-inspired
approach is more faithful in positively boosting the decisions that would lead to the discovered
proof in the precise contexts given by the evolving content of the passive set, while the ENIGMA-
style one is based on a coarser proxy. If this intuitions holds, the main question would be whether
the extra precision of the RL-inspired approach in the end actually pays off performance-wise,
and secondarily, whether the overhead connected with its more complicated setup does not
render the training procedure too slow or memory inefficient to be of practical value.

∗This work was supported by the Czech Science Foundation project no. 24-12759S.
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(Recall that a modern prover may easily generate hundred thousand clauses within few
seconds, which mostly occupy the passive set and compete for being selected.)

Deepire 2.0

In the past, I presented at AITP my system Deepire [10, 11], an instance of ENIGMA-style
learning for the ATP Vampire [8], which distinguishes itself from other work by building recur-
sive neural networks (RvNN) along clause derivation history as the basis for clause classification.
More recently, I examined the RL-inspired approach, also for Vampire, by using a few simple-
to-compute numerical clause features that a small MLP then turns into clause logits for sorting
the passive set [12, 13]. For a fair comparison of the two learning approaches, I will bring the
essential components from the two ML-guided Vampires into one place.

In a first stage, since ENIGMA-style learning is easier to manage than the RL-inspired
approach and, at the same time, MLPs are conceptually simpler than RvNNs, I will focus on
porting the various ways of integrating the learned advice explored in the Deepire work [10] to
also function with the simple clause features and to co-exists with the RL-inspired codebase.
To recall, with ENIGMA-style learning one has the possibility to either fully trust the newly
learned heuristic (treating the binary classifier’s outputs as a clause score for sorting a new
queue) or to combine it with the old one in some alternating fashion. Ultimately, I expect the
layered approach with lazy evaluation to be the best performing mode of integration [10]. Since
the simple clause features have already been shown to work in RL-inspired approach, adding
them into an ENIGMA-style setting will be enough to get a first fair comparison.

For a second, more challenging, stage, I will go in the other direction and make my RL-
inspired approach implementation compatible with a more complex way of evaluating clauses.
I intend to take this as an opportunity to go beyond any neural architecture for clause selection
guidance considered in the past. Keeping efficiency of evaluation in mind and also respecting
the now well-understood requirement of name invariance [4], I am proposing an architecture to
consists of (1) a GCN to embed the input problem’s formulas as well as its signature symbols
in a pre-saturation one-off invocation, followed by (2) two RvNNs, one evolving along the
term and clause structure of every generated clause (as in [2]) and the other along the clause
derivation history (as in Deepire). Both the RvNNs will take the respective name-invariant
embeddings from the GCN (1) as input (symbol embeddings to seed the term derivation and
formula embeddings to seed the clause derivation history). Note that the idea is to run the
relatively expensive GCN only once at the beginning (and only on the input formulas and not on
every clause derived during saturation) to save time. Maintaining the locally evolving RvNNs
then only requires an amount of computation proportional in size to the data processed by the
ATP anyway, and, moreover, is well suited for speedups through the use of caching [2, 10].

While this new architecture is meant to be relatively efficient to evaluate, the real test will
come with training it end-to-end, i.e., connecting the RvNNs (spanning possibly millions of
terms and thousands of clauses) with the GCN (spanning several iterations of message passing
over the input formulas construed as a graph) into one differentiable computation. If that turns
out to be feasible, and not just for the ENIGMA-style but also for the RL-inspired case, where
we also need to track the evolving state of the passive set, this will provide for a very realistic
setup for comparing these two approaches.

As a final note, let us recall that while the RL-inspired approach is usually intended as “ever
improving” in the sense that a new version of the guiding agent is used to prepare more training
data for further reinforcement, in the ENIGMA-style learning, we achieve the same effect with
the technique named “looping” [7]. A fair comparison only comes from running each of the
operators until they reach their maximal performance and ideally stabilize there.
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