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Abstract

In this work, we will be comparing the performance in autoformalization of a small
language model, and comparing it its own performance when it distills knowledge from a
larger teacher model. We use Microsoft’s Phi-2 as the small student model, and OpenAI’s
GPT4 as the teacher model. We propose a talk where we will be discussing the ability of
Phi-2 to autoformalize, given feedback from the teacher model GPT-4.

1 Introduction

AI models have shown significant progress across a variety of tasks, often nearing or exceeding
human performance on tasks as difficult as visual math problem solving [5]. Because of this,
AI models have often been used as human preference/knowledge substitutes. THis has let
distillation from a large teacher model to a small student model show immense potential across
a variety of tasks [2, 4, 7]. This technique has been especially important, since it lets small
language models (SLMs) improve at difficult tasks without the need of scraping or creating data
for finetuning. This is especially important in the setting of autoformalization, where collecting
or creating data can be difficult, given the difficulty and limited scope of data available for
formal mathematical languages.

2 Related Work

Autoformalization is the process of taking a natural language statement, and converting it
into a mathematical formal statement. An example of a natural language statement, and its
formalized counterpart in Lean4 is provided below [6].

Natural language statement : Hamming d i s t anc e i s commutative .

Formalized statement in Lean4 : theorem hammingDist comm
(x y : $\ f o r a l l $ i , $\beta$ i ) : hammingDist x y =
hammingDist y x :=

Currently, GPT-4 has proved to be the model with the leading performance across a large
variety of tasks. Specifically, a human evaluation of autoformalization capabilities showed that
GPT-4 and GPT-3.5 outperform Google’s Gemini Pro in autoformalizaiton abilities. [1]. Jiang
et. al., even use GPT-4 as an informalization tool, showing a 76% accuracy on the task, and
create the largest dataset of formal-informal pairs for Lean4. [3]
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Figure 1: Teacher-student feedback loop

3 Methods

3.1 Dataset

We will be using the dataset of 101 formal-informal pairs for theorem statements in Lean4

provided in [1].

3.2 Feedback Loop

We will provide as input a natural language statement to our student model, and prompt it
to autoformalize the statement in Lean4. We will provide the output of the student model,
alongside the original natural language statement to the teacher model, and prompt it to
provide feedback. We will then provide this feedback to the student model, and ask it to fix its
autoformalization as necessary based on the feedback, as shown in Figure 1.

4 Future Work

For our talk, we will be presenting our results for this teacher-student setup and its performance
on the autoformalization task. While gaps exist even in large language models autoformaliza-
tion, we hope for this to serve as an exploration of the effectiveness of knowledge distillation in
autoformalization, a task that has yet to be explored.
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