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Overview Formal methods are ubiquitous in computer science, but they have yet to impact
the study of intelligent agents significantly. While various logics like temporal logics [6, 15]
(guarantees on action sequencing), Markov automata [2] (probabilities over reachability), and
hypernets [22] (observational equivalence) can describe parts of agent behavior, they are hard to
combine and have a significant specialization overhead. As Al systems scale up, our methods
for modeling and control need to do so as well by providing a transparent and interactive
environment for growing a proof base and world model using a blanket of methods on a scalable
substrate. We propose to unify specialized logic methods using a powerful graph rewriting
system. For our proof of concept!, we show the direct enrichment of the world model by
semantic reasoning, the direct simplification of LTL formulae, and a meta-rewriting approach
that checks the formulae on model paths. We see further uses in autonomous enriching and
simplification, as well as in machine-human and human-human collaborative editing, all backed
by a massive parallel backend.

Context There are many properties of an Al agent that we value when it is acting in the
world. Naturally, the desire to capture and enforce properties formally has been expressed [3,26,
27]. Both from a practical standpoint (concerning compute resources and partial observation)
and a theoretical standpoint (concerning being decidable), it is mandatory to make multiple
projections of the systems of interest and use a blanket of formal methods to cover the desired
safety aspects. There is a large body of foundational work on verifying and enforcing properties,
yet simultaneously capturing multiple aspects of a domain is reserved for the most formal
systems like programming languages under the K Framework [20]. In this work, we focus on
properties that state-of-the-art methods are able to assert from domain-specific systems, as
these tend to scale best.

Graph rewriting has been used successfully in various relevant domains:

e Rewriting graph representations of queries for scalability [14]
Rewriting engineering domains to be more amendable to analysis [13]
Rewriting ASTs for reasoning about programming languages in a uniform framework [11]
Rewriting real-world networks to increase robustness [8]
Merging nodes to summarize graphs [19]
Rewriting hypergraphs as the main mode of computation on knowledge representation [29]

One aspect where related initiatives have trouble scaling is rule creation, which we aim to
address with transparent checking (e.g., rewrite rules can be stepped through, making vacuity
detection [16] easier) and long-lived rule building (utilizing an approach similar to theories
in physics [30]). Another bottleneck to scaling existing logical methods is their sequential
implementation, and reformulating them as a system of graph rewrites or graph grammar [7]
may help.
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Approach We propose hosting multiple successful approaches on a shared substrate, with
programmatic projections and recombinations of the ground truth data. The world model,
rules, results, and meta-information are stored in the same graph and used in some of the same
rewrites. Throughout the program’s long-lived operation, layers of properties and abstraction
are built up and version-controlled.

Many world models can be represented as graphs. A trivial example is discrete world
models with their transition systems, but any domain abstraction that admits to an algebraic
decomposition can be embedded straightforwardly. We propose to work directly on these graph
models using a fine form of graph rewriting called Patch Graph Rewriting (PGR) [23]. PGR is
a uniform graphical rewriting language that allows to specify how the replacement graph should
be connected to the host graph. While generalizations of graph grammars [7] and DPO [5] have
been proposed, PGR gives more control and has better legibility to collaborators in the Al field
(Appendix A).

For illustrative purposes, we can directly mask an agent action we match as harmful using a
seemingly direct change to the world model (Appendix B). Besides viewing the graph modulo a
criterion (by merging nodes [19]) or working with more abstract states to reduce size, abstract
states can summarize safe or unsafe areas to preferably avoid (Appendix D). Safety measures
in the constructed controller can also include consulting a human before executing certain (e.g.,
irreversible) actions (Appendix C).

We can also rewrite the rules themselves. Linear Temporal Logic (LTL) is a modal logic
that expresses time-related safety properties over infinite paths. We check whether an LTL
formula holds in a Kripke model by translating the LTL formula to a Biichi automaton [10].
The constructed automata are far from optimal in size, and we can increase interpretability
and verification speed by applying a set of reducing PGR rules until a fixed point is reached
(Appendix E).

Key to real-world effectiveness is the ability to import formal descriptions and update the
knowledge with agent observations. In an exploration scenario, we can continually add discov-
ered information to the graph and efficiently update the tower of properties by only checking
the possibly affected rewrites.

For deployment, multiple modes of operation may be combined to provide guarantees at
different levels. For example, in a runtime assurance setting [21], we can specify conditions
in LTLy [4], a variant of LTL for finite paths like the plans proposed by a black box. Using
the simplified Biichi automaton of an LTL; formula, we can use PGR rules to traverse a path
(runtime information) and the Biichi automaton (derived from another rule) simultaneously,
checking whether it holds (Appendix F).

Outlook Generalizing LTL formula generation and simplification to CTL* [6] and the pu-
calculus [15] is an obvious next step. Matching logic [24] would be powerful in combination
with structural states (where composite properties live in the graph, too). Reachability rules [25]
can contain predicates that (potentially recursively) depend on big or small step reductions.
Adding a similar predication on patch graph rewrites would require irrealis rewriting contexts
or pre-processing steps.

Many real-world applications have a notion of feasibility on top of reachability. This comes
in the form of the probability of success [17,18] and resources to reach the goal [1,31]. We
believe a generalization of PGR can accommodate both notions of grading [9] simultaneously.
By providing a lattice on labels that can be matched on, as well as allowing the joining of
labels in the rule’s RHS, both resources and likelihood can be predicated on and propagated
throughout the graph (similar to Information Programming [28]).
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A Patch Graph Rewriting

In graph rewriting, rewrite rules express how to substitute parts of a graph with other sub-
graphs. Let G be a graph. A rewrite rule L — R denotes that any subgraph of G isomorphic
to the pattern graph L should be replaced by the replacement graph R. When matching a
pattern graph P to a subgraph of G, G can be divided into a match graph M (the subgraph of
G isomorphic to pattern P), context C' (the biggest subgraph of G that does not contain M)
and a patch J (all edges that are not in M or C).

Patch Graph Rewriting (PGR) is a graphical rewriting language that, unlike classic graph
rewriting frameworks like single or double pushout graph rewriting (SPO or DPO), allows one
to specify how to connect the match to the context. We demonstrate this with figures from R.
Overbeek and J. Endrullis [23] 2.

Figure 2 shows an example of a PGR rewrite rule in which a node is split into two. The red
(blue resp.) dotted edge indicates that there can be any number of incoming (outgoing resp.)
edges (zero edges are also allowed) from nodes of the host graph to the a-looped node. Figure
3 shows the result of applying the rewrite rule to graph G of Figure 1.

a

O

b b e
Treola i'.l}--»g___

»'.'.2':: e c

Figure 2: A PGR rule. Figure 3: Applying the PGR rule to G.

Besides redirecting context, as shown in the example, it is also possible to disconnect con-
text, direct two different nodes to the same context nodes, or change the direction of the patch
edges. Context arrows are also allowed between two nodes, indicating that any number of edges
can connect the two nodes or as a self-loop.

Patch graph rewriting is defined on directed, edge-labeled graphs. We can add node labels
by adding labeled self-loops. In the previous example, we indicated context with a numbered
dotted node. For simplicity, we will omit the dotted node in the following examples and number
the dotted edges instead. Moreover, if all possible patch edges are allowed (from nodes to nodes,
between nodes, and self-loops) and are not manipulated by the rule, we can omit them.

2The authors granted us written permission to use images from their paper “Patch Graph Rewriting” [23].
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B Action Masking

Consider an agent tasked with putting a pan on the table. We want to specify (generically,
though here we focus on the concrete setting) that a hot pan can never be put directly on
the table and must instead be put on a trivet. Figure 4 shows a rewrite rule that removes all
incoming edges of states in which a pan that is hot is put directly on the table. This modification
prevents a planner using a policy or value network from considering this action, even if it has
the highest value. The modification can be re-integrated into the network to avoid negatively
impacting performance too much, similar to the setting with LTL safety constraints in [12].

pan-on-table pan-on-table

Figure 4: PGR rewrite rule that prohibits putting a pan directly on the table.

C Request Insertion

Consider a scenario with potentially harmful states. We can use PGR rules to require the agent
to ask permission before executing an action that results in one of these states. Figure 5 shows
an example of such a rewrite rule applied directly to the world model. Except for illustratory
purposes, rewrites rules modify a controller that, when combined with the agent, would have
this world model.

approved H

ask permission

denied - 5

H 1 ask permission _3_»
,va@ g
i .
i 2 2
; 2 3

Figure 5: PGR rule that enforces human permission to execute action a. For compactness,
context nodes are shown as labeled half edges.

In this instance, a represents an action that could potentially lead to a harmful (H) state.
The rewrite rule introduces the requirement for the agent to seek permission before executing
action a. If the request is denied, the agent is free to choose any other action available in the
previous state, except for action a.

Notice how PGR rules allow us to express how newly created nodes should be connected to
existing contexts. This example rewrite rule can be altered such that all actions that lead to a

6



Towards Safe Agents with Graph Rewriting A. Vandervorst and A. Daggelinckx

harmful state require permission (by making the a-labeled edge in Figure 5 a context edge) or
such that permission should always be asked before executing action a, independent of whether
it leads to a harmful state or not (by removing the H-loop).

In a non-deterministic environment, this paradigm can mandate the agent to ask permission
whenever an action has a high probability of leading to a harmful state.

D Add Preference

Let’s say we want to express that it is preferred to reach a destination state without visiting
any harmful states. Therefore, we want to mark all paths that go from a starting state to a
destination state that do not pass through a harmful state as “preferred”. We can achieve this
by using five rewrite rules.

For simplicity, we assume that harmful states are marked with a self-loop H and harmless
states with a self-loop =H. We also assume that all edges in the graph are labeled O (original).
Note that these markings can also be added by PGR rules that mark states as harmful based
on other contexts in the transition system.

Each of these rewrite rules should be applied until a fixpoint is reached before moving on
to the next rewrite rule.

0. Pre-processing: Connected = reachable: If an original edge connects node = and
y in the transition diagram, we add an R-labeled edge to mark that y is reachable from
x.

1. Harmless transitive closure: Iteratively connect every two nodes that have a safe path
connecting the two with an R (reachability) edge. (Figure 6)

2. Mark direction: If there is either an original edge or a newly added R-labeled edge that
connects the initial state with the goal state, we label it as RP (reachable preferred). If
there is no such path, we conclude that it is impossible to reach the goal without passing
a harmful state. (Figure 7)

3. Lift preferred reachable: Iteratively lift the RP-edges to any path that connects the
start and destination state without visiting harmful states. (Figure 8)

4. Mark preferred edges: If there are both an original edge and an RP-labeled edge
between two nodes, it is a preferred transition. (Figure 9)

Since in the rewrite rules almost all patch edges are allowed and patch edges are not recon-
nected in any way, we did not mark the context and patch edges in the figures for simplicity.
If a patch edge is not allowed, we mark it by adding a dotted edge and crossing it.
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Figure 6: First rule - By iteratively applying this rule, any two nodes that have a path between
them that does not visit a harmful state are connected with a reachability edge. A crossed edge
indicates that no context is allowed between two states.

init goal init goal
—>
R RP

Figure 7: Second rule - Going from the start point to the goal without crossing other nodes is
inherently safe and marked as ”Reachable Preferred”.

Figure 8: Third rule - Lift Reachable Preferred label to paths that connect two nodes without
visiting a harmful state.

CoP T AP
Figure 9: Fourth rule - An original edge that is Reachable Preferred is Preferred.

E Simplify Biichi Automata
E.1 LTL to Biichi Automata

A (non-deterministic) Biichi automaton is an automaton that accepts or rejects infinite words.
A word is accepted if one of the paths it forms visits accepting states of the automaton infinitely
often.

Any LTL formula can be translated into a Biichi automaton, a translation often relied
on in LTL model checking algorithms. For an LTL formula f that uses propositions from
a set PV, ¥ := 2PVU"PV ig the alphabet of the corresponding Biichi automaton, in which
-PV := {-p|p € PV}, the negation of all propositions in PV. In the automaton graph em-
bedding, the state label can move through an s-labeled edge only if all propositions in s hold
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) ip}

{q}

{}

Figure 10: Biichi automaton translation of the LTL formula pUgq.

in the current state.

Consider the LTL formula pUgq, which states that ¢ should hold somewhere in the future,
and p has to hold until then. The formula uses the alphabet ¥ = 2{».¢:7P.=¢} " In Figure 10 it is
clear that to visit the accepting state infinitely often, p has to hold until at some point ¢ gets
true, after which no proposition will exit the accepting state.

E.2 Simplification

The Biichi automata constructed from LTL formulae with, e.g., Gerth et al.’s algorithm [10]
are far from optimal in size. Figure 11 shows four PGR rules for simplifying Biichi automata,
resulting in increased interpretability and verification speed. Although we proved our rules
sound via w-regular languages, they might not be complete yet.

We added a natural extension to PGR in which multiple LHS nodes can be connected to
the same context.

For each rewrite rule, we add special cases of these rules in which one or more of the nodes
are initial or accepting states. When both nodes on the LHS are initial (resp. accepting), all
rules still hold if the RHS node is also initial (resp. accepting).

To illustrate, we expand rule C to accommodate the special cases. If no context is empty,
and only one of the two LHS nodes is marked as accepting, the rewrite rule does not hold.
However, if contexts 0 and 3 are empty, and the RHS node is accepting, the rewrite does hold.
We show these special cases if rule C in Figure 12. The other rules have similar special cases.

To prevent rules from matching context self-loops with the accepting or initial state indica-
tions, we add labeled self-loops to each state of the automaton that is not initial or accepting and
to the rule’s nodes. Alternatively, we can use the extension of R. Overbeek and J. Endrullis [23]
in which it is possible to indicate that a certain labeled edge cannot be present.
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Figure 11: Four rewrite rules to simplify Biichi automata.

Consider the LTL formula ((Xp)Ugq), stating that ¢ has to hold somewhere in the future,
and p should always hold in the next state until then. Using Gerth et al.’s algorithm [10],
the constructed Biichi automaton is depicted in figure 13. Using the rewrite rule from Figure
11C and its special cases, we can simplify the Biichi automaton significantly resulting in the
automaton on the right-hand side of Figure 16. Figures 14, 15 and 16 show the simplification

steps.
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LHS RHS LHS RHS

d m(j‘j,l d:)ucc .. I “&)Jcc

Figure 13: The Biichi automaton of the LTL formula ((Xp)Ugq) constucted by the Gert et. al
algorithm [10].

acc

Figure 15: Applying the special case of rule C in which context 0 and 3 are empty, and one of
the nodes is accepting.
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nit N
init I

{’ilé R {} {p} {p,/ill/
o Ry a) y(O~ - acc

Figure 16: Applying the special case of rule C one last time to obtain a fully simplified Biichi
automaton of the LTL formula ((Xp)Uq).

F Path Checking

Using PGR rules, it is possible to traverse two subgraphs simultaneously. This technique can
be used to verify whether a finite path (be it an execution trace or a sequence of consequences
of planned actions) - henceforth ”trace” - satisfies an LTL; formula. Like translating an LTL
formula to a Biichi automaton, an LTL; formula can be translated to a Deterministic Finite
Automaton (DFA). Assume the DFAs are made deterministic and complete, simplifying the
rewrite rules.

Let PV be a set of propositions, and let the trace be represented by a ”null-terminated” path
graph where each node is labeled with a subset of PV. The LTL; formula and corresponding
DFA are defined over PV. The first node of the path is labeled with now, and the node
corresponding to the initial state of the DFA is labeled with state.

Figure 17 and 18 show rewrite rules to traverse the trace and the DFA simultaneously. A
path satisfies an LTL; formula if and only if no more rewrites apply and the node labeled state
also has the acc (accepting) label.

We show two examples in figures 19 and 20. Applying the rewrite rules in Figure 19 will
indicate that the formula F'(aAb) holds on the path. Figure 20 shows an example of the formula
cRa := =(—cU-a), which does not hold.

‘I

state state
! !
now now

Figure 17: Rule 1 - PGR rule to traverse a trace and DFA simultaneously. Stays in the same
state via the self loop holding on the trace.

12
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state state
1 —> 1
now now

Figure 18: Rule 2 - PGR rule to traverse a trace and DFA simultaneously.

{a}, {b}. {c}. {a, b}, {b. c}
{a, b}, {b. c} {a, b, c}

fa,c}, {a, b, c} _8

state, init, acc

{a, b} {b} {b,c} {b,c} NUL

now

Figure 19: Automaton of the LTL formula G(—(a A ¢)), and a trace to check it on. Comma
separation of labels is used for compactness and expands to multiple edges with one label each.

{a}, {b}, {c},
{a, b}, {b, c}, {a, c}
{a, b, c}

state, init, acc

{a, b} {b} {b,c} {b,c} NUL

now

Figure 20: Automaton of the LTL formula ¢Ra := —(—c¢U—a), and a trace to check it on.
Comma separation of labels is used for compactness and expands to multiple edges with one
label each.
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