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Abstract

Machine learning (ML) methods have shown great promise for aiding proof automation
in interactive theorem provers (ITPs). However, one of the most popular and automated
ITPs, Isabelle, has been mostly ignored. This extended abstract describes an ongoing
project on creating infrastructure for carrying out ML experiments in the Isabelle ITP.

1 Introduction and related work

Interactive theorem provers (ITPs), or proof assistants, are complex software for mechanical
verification of mathematical proofs. Mathematicians and engineers alike use these tools in a
variety of applications from certification of difficult mathematical results to the verification of
safety and security properties of software and hardware systems. The most developed provers
like Coq, Lean, Isabelle and the HOL-family, integrate small inference kernels, prover integrated
development environments (PIDEs), flexible syntax pipelines [26, 17], external reasoning tools
(hammers) [4], code-generators [7] and search functionalities [21].

The recent success of machine learning (ML) methods has fueled the integration of ML tools
into ITPs to aid in the interactive proving process. However, these approaches are diverse with
approximately a different method employed for each prover. For instance, for finding sequences
of next possible tactics in the HOL4 prover, the pioneering TacticToe tool uses a combination
of a Monte Carlo tree search algorithm with a distance-weighted k nearest neighbour (kNN)
classifier [6]. This has been recently followed up by the TacticZero reinforcement learning (RL)
agent [27] that uses neural networks (NNs) instead of the kNN approach. Similarly, the latest
implementation of the Tactician uses a graph neural network (GNN) to suggests Coq’s next
tactic [3, 19], which has been compared to a kNN and a large language model (LLM) without
access to Coq’s proof context. The HOList project [2] provides an environment for interacting
with a simplified HOL Light ITP so that its users test various models, e.g. GNNs or two-tower
neural network, for ranking possible actions [1, 16]. Finally, the recent interest in the Lean
prover from the mathematical community has led to the integration of large language models
(LLMs) into this ITP [20, 28] attracting various ML researchers to the prover [18, 25].

Yet, few of these ML methods have been applied to one of the most popular, well-engineered,
and long-standing ITPs: the Isabelle proof assistant. In particular, the focus has been on
conjecturing the next provable statement, either via autoformalistion and premise selection with
LLMs [8, 9, 11] or via specialised templates for proofs by induction [14, 12, 13, 15], but no general
integration of ML into the Isabelle proving process has been achieved like that of the Tactician
or TacticToe. Moreover, these approaches have not been adapted to do reinforcement learning
(RL), which leaves the question open on whether such an approach would be as successful as
all of the above. The project proposed here, Isabelle/RL, aims to answer that question while
providing an integrated environment for ML experiments in the Isabelle proof assistant.
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2 Progress

At the moment of writing, the project has completed its earliest stage: producing functions for
generating training data out of Isabelle. Understanding Isabelle’s infrastructure for theorem
proving has been necessary to achieve this result. Figure 1 shows an oversimplification of
Isabelle’s proof states which are very context dependent. That is, after each Isabelle command
(represented as dots in the image) the Isabelle state changes. In particular, the syntax, lists
of available theorems/facts, and proof methods may vary. Ideally, ML algorithms should learn
how these changes affect the probability that a certain obligation is proven.

For an Isabelle .thy file, the project can find all proofs in the file, and print a JSON-
representation of each step in the proof (see Figure 2). The JSON object contains a list of
theorems used in the proof, the full list of proof methods, proof obligation, and available
Isabelle commands. Moreover, the project can represent Isabelle terms in different formats:
plain strings, raw abstract syntax trees (ASTs), and XMLs. The output is already more detailed
and context-aware than that used for other Isabelle-focused approaches [8, 9, 11]. Thus, the
capacity to produce better quantity and quality of data has increased, and presumably, previous
approaches should improve because of this. However, the project still does not have filtering
functions to select the most relevant of the methods and theorems to use as training data.
For this objective, repurposing existing functions from Isabelle’s Sledgehammer tool [4] could
suffice. Although training a premise selection algorithm is now in the project’s scope.

3 Future work

RL objective Recall that the standard model for agents in RL algorithms is a Markov Deci-
sion Process (MDP). An MDP ⟨S,A, T,R⟩ has a set of states S, actions A, and a transition T
and reward R function. In the case of ITPs, and in particular the Isabelle/RL project, the states
correspond to the context-dependent data shown above. The actions are the combinations of
proof-commands and arguments that the prover accepts. The transition function assigns prob-
ability 1 to the effect of each action, and the reward function should measure certain progress
in the proof and confidence in its completion. Since a concrete choice of these representations
is difficult, the project will incrementally progress via various steps detailed below.

Machine learning models The project’s data-generating functions enables the possibility
of doing various ML-and-Isabelle experiments, for instance, premise selection (given a proof
method), term generation (as witnesses of existential proofs), conjecturing (given a current
obligation and available theorems). To achieve the RL environment, the project will first
attempt to replicate the results of TacticToe and the Tactician while trying to generate custom-
made premise and method selectors, as well as next-state predictors. The experiments will
guide the choice of ML models, preprocessing, and encoding for each task. This is similar to
comparisons of the performance of ML models on coding tasks [22]. The ultimate objective,
however, is interfacing Isabelle to an OpenAI’s Gymnasium environment for doing RL in it [23].
Towards this goal, the project already has an Isabelle/Scala class that initiates an Isabelle
process, but this could be replaced with Dominique Unruh’s scala-isabelle [24]. From here, the
project already has successfully connected Scala with Python via the Py4J library [5].

Isabelle tool Finally, from the various ML experiments, the project aims to use the most
efficient and effective models to build tools, e.g. recommending next steps in Isabelle’s ITP
process. Again, Even if the models cannot terminate a proof, the integration of a next-step
recommendation tool could already simplify the ITP experience for many newcomers.
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Figure 1: Isabelle’s proof state
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"state": {
"term": "∀s′. s′ ∈ X s ∪ Y s → True =⇒ X s ∪ Y s = UNIV

=⇒ (wlp (λs.X s ∪ Y s) (λs. True) s &&& X s ∪ Y s = UNIV)"
"hyps": [

{"name": "∀s′. s′ ∈ (if T s then X s else Y s)"},
{"name": "Q 0"}
],

"variables": [

{"Type0": "Q,T :: ′s ⇒ bool"},
{"Type1": "s :: ′s"},
{"Type2": "Y,X :: ′s ⇒ ′s set"},
{"Type3": "wlp :: ( ′s ⇒ ′s set) ⇒ ( ′s ⇒ bool) ⇒ ′s ⇒ bool"}
],

"constants": [

{"Type0": "All :: ( ′s ⇒ bool) ⇒ bool"},
{"Type1": "(∈) :: ′s ⇒ ′s set ⇒ bool"},
{"Type2": "If :: bool ⇒ ′s set ⇒ ′s set ⇒ ′s set"},
{"Type3": "(=⇒), (&&&) :: prop ⇒ prop ⇒ prop"},
{"Type4": "Pure.prop :: prop ⇒ prop"},
{"Type5": "UNIV :: ′s set"},
{"Type6": "(=) :: ′s set ⇒ ′s set ⇒ bool"},
{"Type7": "True :: bool"},
{"Type8": "(∪) :: ′s set ⇒ ′s set ⇒ ′s set"},
{"Type9": "(−→) :: bool ⇒ bool ⇒ bool"},
{"Type10": "0 :: ′s"},
{"Type11": "Trueprop :: bool ⇒ prop"}
],

"type variables": [

{"Sort0": " ′s :: zero"}
],

"methods": [

{"name": "Quotient.partiality descending setup"},
{"name": "Transfer.transfer prover start"},

...

{"name": "HOL.simp"},
{"name": "HOL.safe"},
{"name": "HOL.rule"},
{"name": "HOL.auto"},
{"name": "Pure.-"}
],

"thms": [. . . ],
"action": "using assms(2,3)"

}

Figure 2: JSON object generated via the project’s data-retrieving functions.
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