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Find a number N so that: If N is prime, then all integers are prime

(Today’s LLMs fail)







StepGame —  Current LLMs Fail More than Half the Time



OthelloGPT — Does Learn A Real, Sensible and Useful World-Model



Google Minerva — questions from MIT Open Courseware





Zeng Yi — BrainCog



The Natural Program-based deductive reasoning verification approach involves 

 identifying and eliminating reasoning chains that contain errors in reasoning and grounding 







Microsoft’s Chameleon architecture hybridizes GPT-4 with other tools to carry out basic science reasoning. 



The I2D2 inductive knowledge distillation approach radically improves over off-the-shelf generation from GPT-2 XL,  

alllowing it to perform better than the much larger GPT3 model on relevant metrics. 



WebAgent from DeepMind



Standard Model of Mind



Standard Model of Mind — 

Current LLMs Omit or Fail at Most of This





Bengio & Hu



OpenCog Hyperon — Hybridizing LLMs with Logical Inference, Evolutionary Learning and other AI methods 
in a combined cognitive architecture centered on a decentralized, self-modifying knowledge metagraph


