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Introduction – Large language models (LLMs) can solve diverse tasks without additional
training, despite being trained on a simple task of predicting the next token, when conditioned
on an appropriate prompt [1]. LLMs have shown remarkable performance in various natural lan-
guage processing (NLP) tasks, including arithmetic inference. And it is reported that effective
prompts can improve LLMs’ performance. For example, we can improve LLMs’ arithmetic rea-
soning ability by having them output intermediate steps to solve a problem rather than having
them output the final step directly. This technique is called Chain-of-Thought (CoT) [8, 4].

One challenge in mathematical reasoning with LLMs is how to handle errors in calculations
or reasoning that may occur in LLMs’ output [3]. Many previous studies have taken the
approach of reducing the occurrence of errors themselves by increasing the model size [7], tuning
the dataset [5], or integrating with external tools [2, 9]. However, since LLMs are probabilistic
language generative models, we cannot completely eliminate LLMs’ errors. And since LLMs can
make mistakes, the integration of LLMs and external tools does not always work. Therefore, to
further enhance LLMs’ mathematical reasoning abilities, a different approach is needed, which
is to make LLMs recognize and correct errors that occur in their reasoning.

In this study, we attempt to correct errors that occurred within the CoT when using LLMs to
solve mathematical problems by integrating with an external tool (Python REPL). Specifically,
we have LLMs output both CoT and Python codes and feed back the results of Python code
execution to LLMs. Our study differs from previous studies [2] in that we do not have LLMs
directly generate Python codes to solve the problem but rather use Python codes as part of
CoT. However, we found that simply feeding back Python execution results did not lead LLMs
to behave as we expected: when we let them write codes in CoT, LLMs did not wait for the
execution results but also output the fake execution results. Also, when LLMs make mistakes
in CoT, they tend to think that the code is incorrect, even if they write the correct Python
code and get the results of that execution. To avoid these problems, we defined an XML-like
markup language, gave its grammar to LLMs, and used it to interact with LLMs. The markup
language includes THINK tag for CoT, PYTHON tag for Python code description, and OUTPUT

Figure 1: An overview of the mathematical reasoning process. system and assistant continue
to interact until an answer is obtained. All messages are structured in the markup language.



Markup Language for Mathematical Reasoning with LLMs Yamauchi et al.

tag for Python code execution results, etc. By using these tags, the output text of LLMs is
structured. As a result, we can remove fake Python execution result that LLMs output, and
we can make LLMs correct the errors in CoT based on the Python code execution results. Our
method achieved a success rate of 65.6% in the MATH dataset [3].

Interact with ChatGPT using markup language - In this study, we used OpenAI Chat-
GPT (GPT-3.5-Turbo) [6] via API, which is an LLM that takes a sequence of messages and
predicts the next message. The API specification allows us to set three roles as the speaker of
a message: assistant, user, and system, where assistant is an AI, user is a human and system
is a conversation context manager. As shown below, we designed the mathematical reasoning
process as an interaction between system and assistant. First, as system, we present the prob-
lem to be solved and define the grammar of the markup language and rules of reasoning (ms

0).
Then, when assistant returns an output (m̂a

k), system analyzes it, and if it contains Python
code, system returns the execution result (ms

k). If assistant outputs any undesired elements,
such as fake Python execution results, system removes them from the assistant ’s output (ma

k).
We made system and assistant repeat this process until assistant outputs the answer (Fig. 1).

Figure 2: The proposed markup language.

The markup language we have
defined is based on XML syntax
and is a set of elements consisting
of content enclosed in a start tag
<TAG> and end tag </TAG>. Since
the dataset used to train LLMs is
assumed to include text written in
XML and HTML, LLMs can write
the markup language that is simi-
lar to them. The markup language
includes the tags DEFINE, PROBLEM,
ANSWER, THINK, PYTHON, and OUTPUT. DEFINE tag is for defining tags and rules. The grammar of
the language and the tags are defined by DEFINE tag. PROBLEM and ANSWER tags are for describ-
ing the problem and answer, and the solving process ends when assistant outputs ANSWER tag.
THINK tag is for describing thoughts. By defining THINK tag as ”a tag for describing thinking
step-by-step”, we induce Zero-shot-CoT [4]. PYTHON tag is for describing Python code. When
assistant uses PYTHON tag, system returns the execution result using OUTPUT tag. By using these
tags, all messages, including the initial system prompt, are written in the markup language,
thus strongly conditioning assistant to output in the markup language.

We instructed LLMs to trust the contents of OUTPUT tags rather than the contents of THINK
tags. This enables LLMs to ignore errors in CoT by referring to the results of Python code
execution. Without this instruction, LLMs would either assume that the Python code was
incorrect and fall into a loop of repeated debugging or ignore the contents of the OUTPUT tag.

Experiments and Results - We evaluated our method on the MATH dataset [3], which
contains 12,500 challenging competitive math problems. We sampled 90 problems from the
dataset and solved them using our method. We generated five answers for each question and
evaluated them using two criteria: 1. whether our method answered the problem correctly at
least once, and 2. whether our method answered the problem correctly by a majority vote. As
a result, 75 problems (83.3%) were answered correctly by the proposed method at least once,
and 59 problems (65.6%) were answered correctly by the majority vote. These scores are higher
than the score of Minerva 540B (50.3 %) [5], which was fine-tuned with technical content.

At the conference, we will report on the effects of OUTPUT tag priority instruction in addition
to the details of the above experiment.
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