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Abstract

Hindsight Experience Replay is a promising technique in reinforcement learning. How-
ever, we argue that its interpretation in refutational theorem proving is somewhat indirect,
and instead propose its application in reasoning settings where consequences are derived
from axioms alone until a goal is reached. Such settings include many sequent-like cal-
culi, condensed detachment, non-trivial fragments of dependently-typed languages such as
Agda, and we conjecture that unit equational reasoning is also suitable.

1 Hindsight Experience Replay and Reasoning

Applied to automated theorem proving, Hindsight Experience Replay (HER) [1] could be sum-
marised as follows. Suppose a goal G should be reached from some premises P via some calculus
that generates consequences C of P . A model M(C | G, θ) is employed as a heuristic for the
enumeration of consequences based on the goal and learned parameters θ. If a proof is not
found within some resource limit, training data can be obtained by taking some derived conse-
quence Ĉ, pretending in hindsight that this was the desired goal, and inspecting its derivation.
Positive examples are then those other consequences used in the derivation of C, and negative
examples those that are not in the derivation of C. These are then used to update θ.

This procedure yields labelled tuples ⟨C, Ĉ, l⟩, where l is a Boolean label. These tuples
represent a kind of selection problem: is C useful for deriving Ĉ? Implicit in this régime is that
the model is capable of generalising, such that training on the proxy ⟨C, Ĉ, k⟩ task yields an
improvement on the real task ⟨C,G, ?⟩. This deviates from the norm in machine-learning-for-
theorem-proving: conventionally, a set of goal-premises pairs (“problems”) are given such that
an untrained system can solve some, but not all, of the problems. It is assumed that training
on data obtained from the solved pairs helps the trained system to solve the unsolved pairs.
A MaLARea-style loop [12] is often used. By contrast, HER does not need to solve a single
problem, and can even be trained on only one problem in principle. It is not clear whether it
is necessary or even desirable to have a set of solved pairs in the training set.

The seminal work of Aygün et al. [2] shows great promise applying HER to automated
theorem proving. Aygün et al. employ a refutational calculus, so the “true goal” G is always
⊥, a problem which is ingeniously worked around: the original goal is taken to be the input
clause set S, including the negated conjecture, and when some clause D is derived it can be
used as training data in hindsight for the goal S,¬D. The first author believes that even more
could be achieved with HER-style learning in theorem proving with a non-refutational calculus,
where the notion of true and hindsight goals are perhaps more natural.
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2 Proposal

We therefore propose employing HER with a non-refutational, forward-chaining calculus. Proofs
in such calculi proceed from premises only, deriving new conclusions until the goal (or some
generalisation thereof) is reached. The goal, or its negation, is not involved in search, and is
only used in our proposed setup as a parameter to M. This does unfortunately rule out popular
calculi such as superposition. However, our project could profitably include:

Condensed Detachment. Carew Meredith’s condensed detachment (in essence modus po-
nens with unification) provides an ideal setting for us, in which there are also hard prob-
lems of interest [14]. LCL073-1 in the TPTP library [11] is particularly hard for automatic
systems, with a fully-automatic proof obtained only recently [10]. It is both complete and
efficient to apply the condensed detachment rule only, and the goal is considered proved
when a consequence is derived that subsumes it. Despite its simplicity, condensed de-
tachment, extended with a second proof constructor for quantification, is sufficient as sole
basis [6] for the formalisation of mathematics with Metamath [7].

Dependent Type Theory, Proof Schemas and Combinators. In dependently-typed in-
teractive theorem provers such as Agda [8], a goal type is dispatched by constructing a
term of that type. Many terms can be constructed using only function application (s t),
where s and t are themselves applications or names of previous constructions. Proof search
hence typically proceeds by (partially) applying functions and type-checking the refined
proof goals. By also using explicit elimination principles for inductive types (defined
uniformly), it is moreover possible to carry out proofs by induction using only function
applications. Agda therefore fits very naturally in our approach of deriving consequences
from already known results, and its type-checker quickly computes the ostensible proof
goal. We are also struck by the similarity to compressed combinatory proof structures,
implemented (so far only for backwards search) within the CCS prover [13].

Unit Equational Reasoning. We avoid the term rewriting as what we propose does not fit
into the usual mould of rewrite systems [3], but the problem is the same: given a set
of universally-quantified equations, determine whether a goal s = t is implied by the
set. This is usually done by negating the goal and rewriting it, possibly overlapping
equations along the way. In order to fit this into our setting it seems almost sufficient
to only overlap equations (without employing term orderings) until the goal is reached.
However, checking that the goal has been reached is not straightforward — consider that
we have derived a = b and c = d but the goal is f(a, c) = f(b, d) — but perhaps a
congruence rule or some generalised notion of reaching the goal fixes this problem. We
would be especially pleased to hear from the AITP community about this. Note that
some condensed detachment problems in the TPTP concern axiomatisations of equality,
and vice versa some unit-equational problems encode condensed detachment.

Sequent Calculi. Many sequent-like calculi fit naturally. However, we suspect this is rarely
useful, as such calculi are not designed for automated deduction and are rarely efficient
without substantial modification.

Other. We would be delighted to hear about other calculi that we have not encountered but
that fit into this setting, or ideas about how to adapt existing refutational calculi such as
superposition or resolution. These calculi have already been used for finding consequences
of axioms [5], with applications to software verification [4].
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3 Initial Results

Previous work by some of the authors [9, 10] employed a hindsight mechanism for selecting useful
lemmas in the context of condensed detachment. Here we wish to push this idea further, and
to include other proof calculi. A prototype system using HER to guide condensed detachment
search has been developed by the first author1. The system hard-codes the challenge problem
LCL073-1 and then applies saturation-style search with the condensed detachment rule, starting
from the single axiom and limited to 100 activations. Condensed detachment has a habit of
producing exponentially large terms if unsupervised, so for the prototype a limit on the term
size is enforced. After 100 activations, the search space is sampled to produce positive and
negative training data for a sampled hindsight goal. These data are used periodically to train
a neural network, which selects the next activated consequence in ϵ-greedy fashion.

Fixing a single hard problem has several advantages, as well as the significant reduction in
system complexity. One is that we can test the hypothesis that training on a single problem
is sufficient. Another is that we can monitor the progress of the system by recording which
intermediate results in a known proof are derived in a particular saturation run. This is a
stochastic measure by design due to the ϵ-greedy policy, and somewhat flawed in that alternative
proofs are not recognised. However, the system rapidly and clearly improves over a random
baseline, and the current record run derived 21 results from the reference 46-step proof2.

4 Outlook

From this prototype we conclude that our approach shows promise, but has room for improve-
ment both in terms of proving power (the other half of LCL073-1 remains to be shown!) and
reusability. We intend several future directions. Manual inspection of the system’s behaviour
may reveal some deficiencies that prevent it progressing further, although we suspect that the
challenge problem is simply very hard and finding a 46-step proof in 100 activations requires
very precise selection. A greater degree of compute (currently the first author’s trusty desk-
top) and a different experimental setup including easier problems may prove profitable for this
reason. We also intend to begin investigations outside of condensed detachment. Recent work
has shown that applicative terms may be a viable route to the integration of Agda, when com-
bined with explicit induction schemes, hand-selected functions such as dependently-typed SKI
combinators, and Agda’s support for type inference and implicit arguments.
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