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Introduction: Mizar, MML, Hammers and AITP. As a present to Mizar [8] on its 50th
anniversary, we develop an AI/TP system that automatically proves about 60 % of the Mizar
theorems in the hammer setting. We also automatically prove 75 % of the Mizar theorems
when the automated provers are helped by using only the premises used in the human-written
Mizar proofs. We describe the methods and large-scale experiments leading to these results.
This includes in particular the E [15, 16] and Vampire [13] provers, their ENIGMA [7, 10] and
Deepire [17, 18] learning modifications, a number of learning-based premise selection methods,
and the incremental loop that interleaves growing a corpus of millions of ATP proofs with
training increasingly strong AI/TP systems on them.1

In recent years, methods that combine machine learning (ML), artificial intelligence (AI)
and automated theorem proving (ATP) [14] have been considerably developed, primarily target-
ing large libraries of formal mathematics developed by the ITP community. This ranges from
premise selection methods [1] and hammer [4] systems to developing and training learning-
based internal guidance of ATP systems such as E and Vampire on the thousands to millions
of problems extracted from the ITP libraries. Such large ITP corpora have further enabled re-
search topics such as automated strategy invention [21] and tactical guidance [6], learning-based
conjecturing [22], autoformalization [12, 24], and development of metasystems that combine
learning and reasoning in various feedback loops [23].

Starting with the March 2003 release of the MPTP system [19] and the first ML/TP and
hammer experiments over it [20], the Mizar Mathematical Library [2,3,8] (MML) and its subsets
have as of 2023 been used for twenty years for this research, making it perhaps the oldest and
most researched AI/TP resource in the last two decades.

Contributions. The last large Mizar40 evaluation [11] of the AI/TP methods over MML
was done almost ten years ago, on the occasion of 40 years of Mizar. Since then, a number of
strong methods have been developed in areas such as premise selection and internal guidance
of ATPs. In this work, we therefore evaluate these methods in a way that can be compared to
the Mizar40 evaluation, providing an overall picture of how far the field has moved. Our main
results are:

1. Over 75 % of the Mizar toplevel lemmas can today be proved by AI/TP systems when the
premises for the proof can be selected from the library either by a human or a machine.
This should be compared to 56 % in Mizar40 achieved on the same version of the MML.
Over 200 examples of the automatically obtained proofs are analyzed on our web page.2

1The full paper, recently accepted to ITP’23, is available on arXiv [9].
2https://github.com/ai4reason/ATP_Proofs
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2. 58.4 % of the Mizar toplevel lemmas can be proved today without any help from the users,
i.e., in the large-theory (hammering) mode. This should be compared to about 40.6 %
achieved on the same version of the MML in Mizar40. In both cases, this is done by a
large portfolio of AI/TP methods which is limited to 420 s of CPU time.

3. Our strongest single AI/TP method alone now proves in 30 s 40 % of the lemmas in the
hammering mode, i.e., reaching the same strength as the full 420 s portfolio in Mizar40.

4. Our strongest single AI/TP method now proves in 120 s 60 % of the toplevel lemmas in
the human-premises (bushy) mode, i.e., outperforming the union of all methods developed
in Mizar40 (56 %).

5. We show that our strongest method transfers to a significantly newer version of the MML
which contains a lot of new terminology and lemmas. In particular, on the new 13 370
theorems coming from the new 242 articles in MML version 1382, our strongest method
outperforms standard E prover by 58.2 %, while this is only 56.1 % on the Mizar40 version
of the library where we do the training and experiments. This is thanks to our development
and use of anonymous [10] logic-aware ML methods that learn only from the structure of
mathematical problems. This is unusual in today’s machine learning which is dominated
by large language models that typically struggle on new terminology.

The central methods in this evaluation are internal guidance provided by the ENIGMA (and
later also Deepire) system, and premise selection methods. We have also used several additional
approaches such as many previously invented strategies and new methods for constructing
their portfolios, efficient methods for large-scale training on millions of ATP proofs, methods
that interleave multiple runs of ATPs with restarts on ML-based selection of the best inferred
clauses (leapfrogging), and methods for minimizing the premises needed for the problems by
decomposition into many ATP subproblems.

Conclusion: AI/TP Bet Completed. In 2014, after the 40 % numbers were obtained by
Kaliszyk and Urban both on the Flyspeck and Mizar corpora, the last author publicly announced
three AI/TP bets3 in a talk at Institut Henri Poincare and offered to bet up to 10 000 EUR
on them. Part of the second bet said that by 2024, 60 % of the MML and Flyspeck toplevel
theorems will be provable automatically when using the same setting as in 2014. In the HOL
setting, this was done as early as 2017/18 by the TacticToe system, which achieved 66.4 %
on the HOL library in 60 s and 69 % in 120 s [5, 6]. One could however argue that TacticToe
introduced a new kind of ML-guided tactical prover that considerably benefits from targeted,
expert-written procedures tailored to the corpora. This in particular showed in the large boost
on HOL problems that required induction, on which standard higher-order ATPs traditionally
struggled.

In this work, we largely completed this part of the second AI/TP bet also for the Mizar
library. The main caveat is our use of more modern hardware, in particular many ENIGMAs
using the GPU server for clause evaluation. It is however clear (both from the LightGBM
experiments and from the very efficient and CPU-based Deepire experiments) that this is not
a major issue. While it is today typically easier to use dedicated hardware in ML-based exper-
iments, there is also growing research in the extraction of faster predictors from those trained
on GPUs that can run more efficiently on standard hardware.

3http://ai4reason.org/aichallenges.html
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[7] Zarathustra Amadeus Goertzel, Karel Chvalovský, Jan Jakubuv, Miroslav Olsák, and Josef Urban.
Fast and slow Enigmas and parental guidance. In FroCoS, volume 12941 of Lecture Notes in
Computer Science, pages 173–191. Springer, 2021.

[8] Adam Grabowski, Artur Korni lowicz, and Adam Naumowicz. Mizar in a nutshell. J. Formalized
Reasoning, 3(2):153–245, 2010.
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