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We present the initial results of a study on the real-world usage patterns of the Tactician
automation plugin for Coq. Telemetry was collected from students of two courses on type
theory and proof assistants (specifically Coq).

Many new automation techniques for interactive theorem proving through machine learn-
ing and other methods have been presented in recent times. These techniques are usually
experimentally evaluated by attempting to automatically re-prove existing mathematical devel-
opments. This is an important metric to judge automation by. However, due to the interactive
nature of proof assistants, this does not tell the whole story. In practice, automation tools
are used in a feedback loop, where users continually refine lemmas, theorems and their proofs,
until they “go through”. We wish to know in what way different types of automation tools
can assist in this. Existing work on this is hard to come by, and often consists of (valuable)
user testimonies, such as for Sledgehammer [3]. The only study with hard data we are aware
of is REPLica [4], which aims to study the general usage patterns of Coq users. Because many
members of our community are the creators, users and teachers of their tools, we have an op-
portunity to obtain more direct and scientific evidence by collecting telemetry from real-life
usage situations.

Here, we present initial work in this direction, where we instrument the Tactician [2, 1]
plugin for Coq while used in a pedagogical setting. Tactician is a machine learning plugin that
adds two new functions to Coq: The Suggest command provides a list of tactics to the users
that might advance the current proof, and the search tactic attempts to autonomously finish
the current proof. We test Tactician over the run of two introductory Master level courses
on type theory and proof assistants (specifically Coq). Since these courses serve as a first
introduction to proof assistants, our study mainly concerns the ability of Tactician to aid in
a pedagogical setting. During the courses, we provided the students with a distribution of
Coq with a special version of Tactician installed that collects data about their usage of the
two commands described above and automatically transmits it to a remove server. All data
was collected anonymously and it was made clear to students that participation was entirely
voluntary and would not have any bearing on their course grade. In addition to automated
data collection, we also asked students to complete a short survey about their experience at
the end of the course. To introduce students to the automation, an simple tutorial Coq file was
used that showcased the new commands. In addition, some attention was given on the subject
during lectures.

Each time a student executed either the Suggest command or search tactic, data was col-
lected, including the date and time, an anonymous user identifier, the operating system, the size
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of Tactician’s learned model and the proof state the command was executed on. For Suggest

we additionally recorded the suggestions presented to the users. For search we recorded the
amount of time it was run by the users, whether or not it was successful, the amount of inference
steps performed, a witness for the found proof, and the trace through the search space of that
proof.

Results Due to space limits we will only present some initial results and conclusions here.
For both courses together, a total of 74 students were enrolled. The final exam was attended
by 60 students, and 56 students turned in a project (in one course students were allowed to
do their projects in pairs, which 14 pairs did). Telemetry was received at least once from 29
students. Most of these students were part of the second course. During the first course there
were some hiccups with the software and the way it was introduced to students that caused
adoption to be low.

After filtering out testing telemetry, telemetry generated by teachers, and telemetry origi-
nating from the tutorial file, we obtained data from 1605 unique usages of the commands. Of
these, 1100 originated from Suggest and 505 from search. Of the searches, 225 (48.9%) were
solved, while 225 (44.6%) were aborted. In the remaining 33 cases, the entire search space was
exhausted. Adoption of the automation by students was highly irregular. Below, we show usage
counts from individual students from high to low.

total: 404 222 156 134 125 110 73 56 56 43 26 26 18 17 16 16 . . .

Suggest: 403 222 134 56 37 35 34 19 16 16 15 14 13 13 11 10 . . .

search: 121 95 88 39 37 37 20 16 15 9 8 7 4 2 1 1 . . .

The Suggest command saw quite some usage, at least by some students. Our survey indicates
that it is especially useful in the beginning, when students need to be reminded of the available
tactics often. It is easier to run this command than to look tactics up in Coq’s manual. However,
for educational purposes, this comes with a caveat: To increase students understanding of proof
assistants, it is desirable for them to understand the most basic building blocks (tactics) of a
proof (intro, apply, rewrite,..). However, suggestions will often come in the form of more
high-level tactics that are not suitable for pedagogical reasons. For this reason, the decision
was made to introduce Suggest only after this initial learning phase was complete.

Adoption of the search command was much lower, which is somewhat surprising given that
it solved the students goal almost half of the time. We think that two factors may have con-
tributed to this: (1) Due to the Covid pandemic, all teaching and tutoring happened remotely
which resulted in less contact between students and teachers and therefore fewer opportunities
to expose students to the automation. (2) Our survey indicates that several students (under-
standably) mistook the search tactic for Coq’s built-in Search command (which helps users
find lemmas). This once again gives credence to the famous quote “there are only two hard
things in Computer Science: cache invalidation and naming things.” As a result of this new
insight we are in the market for a new name for search.

The median amount of time it took for search solve a proof was 0.03 seconds with a
maximum of 115 seconds. In case of failure, students waited to abort search for a median of
14 seconds and a maximum of 940 seconds. This indicates that the time automation has to do
its work is limited, but should be enough to pick most of the low-hanging fruit. The number
of tactics executed in the current lemma before search was executed was a median of 2 for
in case search was successful and 3 when aborted. One might expect to see a longer trace in
case of success (because arguably the remaining proof would be easier), but we are unable to
observe this here.
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