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1 Introduction

Spatial reasoning is an important part of common-sense reasoning but has most often been
examined in isolation from other areas of common sense knowledge representation. Spatial
reasoning also has been a prominent area of research in linguistic semantics. In this work,
we aim to create a corpus of common sense reasoning problems formalized in the context of a
large and comprehensive theory of world knowledge, in the hopes that it will be more generally
reusable on a wide variety of practical reasoning problems. An additional goal is to demonstrate
the computational sufficiency of this work by employing automated reasoning to solve the
problems. Finally, we also state the problems first in natural language, to provide a set of test
cases for theories of linguistic semantics and computational linguistics, with a computational
representation that can help to validate whether any method or process of interpreting language
into a computational logic representation is correct or sufficient.

This is an ambitious set of goals, and it will not be possible to provide solutions for all
the problems that could be formulated in natural language. In particular, we do not attempt
to create an implementation, at least at this time, for a system that can translate all of the
stated problems from language to logic. Many of the problems also appear to require a logic
and reasoning system beyond first order logic. It is important however, to have challenges that
are unsolved in order to motivate research.

We utilize the Suggested Upper Merged Ontology (SUMO)[5, 7]}, a comprehensive ontology
of around 20,000 concepts and 80,000 hand-authored logical statements in a higher-order logic,
that has an associated integrated development environment[9] integrated with leading theorem
provers such as Eprover [10] Vampire [4] and LEO-II [1], and manually-created links[6] to the
WordNet lexico-semantic database[3]. We described [9] elsewhere how to translate SUMO to
the strictly first order language of TPTP [12], as well as TFO0 [8] and THF[2].

2 Reasoning Problems

The current set of problems with solutions is available on GitHub?. Many of the problems are
simple in representation and reasoning. For example

(26) The road goes from MV to MP. Does the road go from MP to MV? Yes.

We have the notion of a BidirectionalTransitway and Vampire easily solves the problem
as formulated in SUO-KIF with SUMO terms in 16 steps, most of which are transformation

Thttps://www.ontologyportal .org
2https://github.com/ontologyportal/sumo/blob/master/tests/SpatialQs.txt
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of the required axioms into conjunctive normal form. But an NLP system must interpret that
g0’ means the road traverses a path, rather than moves, which in this case we have done by
manually creating the SUMO-based formalization.

(4) John is carrying a vase. There is a flower in the vase. Is John carrying a flower?
Yes

Problem 4 is solved in 26 steps and using four axioms from SUMO and the problem state-
ment. In each case, we have common formalized terms to reuse from SUMO. This ensures that
each problem has a degree of compatible and comparable semantics to anchor the semantics of
terms. In some problems, the primary challenge is linguistic, as in

(37) The painting went from the first to the second floor. Did the painting move?
Most likely.

where once it is decided that the painting actually moved as opposed to spanning two floors
on an atrium wall, for example, the problem is easily formalized and solved in 15 steps by
Vampire.

In other problems such as (28) below, although the statements can easily be formulated
in SUO-KIF/SUMO (following the question, below), the challenge is performing higher-order
reasoning with modals or temporal qualification of situations, using SUMO’s holdsDuring con-
struct. One can also reasonably have different pragmatic interpretations of the text depending
upon whether one captures an implied legal prohibition (that one holdsObligation as a law-
abiding driver not to use the road), or a practical one (maybe there’s an actual gap in the
bridge being fixed), and for what vehicles (they’re tearing up the pavement but a motorcycle
or bicycle could still get by if ridden by a permitted member of the road crew). That is an
additional interesting area of study.

(28) From Monday to Friday the Bay Bridge will be unusable from Yerba Buena
Island to Oakland. Will you be able to use the road to go from Yerba Buena to
Oakland between Monday and Friday? No.

(=>
(holdsDuring ?TIME
(attribute ?T TransitwayClosed))
(exists (7P)
(holdsObligation ?7P
(holdsDuring ?TIME
(not
(exists (?7TP)
(and
(instance ?TP Translocation)
(located ?TP ?T)))))))

We hope that the range of different challenges for NLP, representation and reasoning, within
a common ontology and tool set helps to unify and motivate some separate threads of research.
For instance, the formalization of such spatial problems could aid the evidence analysis in digital
forensics, and the combination of spatial reasoning capabilities could take Visual Question
Answering Challenges from the current simple pattern recognition in images to the actual
interpretation of scenes and the actions and actors depicted in them. Additional contributed
problems (and solutions) are welcome. We expect that it should be possible to add some of
these problems to the yearly CASC [11] competition as well.

We thank Dr. Annie Zaenen for contributing a number of the problems in the corpus.
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