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Formalizing all existing mathematical knowledge into a computer-based database and for-
mally checking the correctness of all the mathematical proofs have for a long time been a dream
for researchers in interactive and automated theorem proving [1, 2]. Achieving such goals will
promote the dissemination of mathematical ideas [3], confirm the validity of complex mathe-
matical proofs [4, 5], and the size of such a database can be an invaluable data source for using
machine learning techniques in automated theorem proving [6, 7].

However, despite the existence of various formalization libraries (e.g. Mizar, HOL family,
Coq, etc) which contain only a portion of mathematics, extracting information from all math-
ematics literature is still a task that is too costly to be done by manual labor. We believe that
machine learning techniques themselves, especially artificial neural networks, can be adapted
to facilitate and automate formalization of mathematics.

As machine learning techniques require training data but the purpose of formalization it-
self is to obtain data, we run into a dilemma of having to gather enough training data at the
very beginning. Previous approaches circumvented the issue by synthesizing informal mathe-
matical statements directly from formal statements [8, 9]. Thanks to the work of Bancerek et
al. [10] which generated over 1 million latex-to-mizar aligned statement pairs, we were able to
train a recurrent neural network model that achieved promising results for informal-to-formal
translation [11].

Our previous work proves that machine learning techniques can be of use in accelerating
formalization of mathematics, but the issue of obtaining textbook mathematical data remains.
As we have found later, the trained neural network model does not generalize well for arbitrary
mathematical statement. Based on this, we propose three experiments to further increase the
quality of translation:

1. Increase generalization power by employing unsupervised machine learning.
Given two corpora which may not need to be aligned, the auto-denoising and back-
translation technique described in [12, 13] can transform an unsupervised learning prob-
lem into a series of supervised machine learning problems. Through a fixed word embed-
ding [14] during the whole training process, the unsupervised learning is known to achieve
reasonable translation in natural language. This paradigm is suitable for our scenario as
there are reasonably large datasets in either informal latex (e.g. Proofwiki) or language
from a formal proof assistant (e.g. Mizar, HOL-Light). The experiment can be conducted
by first only aligning similar subjects such as point-set topology, then proceeding further
to all subjects available in the corpora. We have conducted several initial experiments,
showing that deploying unsupervised methods is an interesting direction.

2. Improve translation quality by adding type-checking mechanism during train-
ing. Translation from a trained neural network is well-known to be fluent, but since
we are translating to a formal language, it is possible to type-check the decoded formal
statements. Successfully type-checked statements can give preference on the weight space
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therefore affecting the training process, or the generated correct statements can be added
to the training data for a new training pass. For Mizar in particular, the translated state-
ment could be first transformed into an intermediate statement by a probabilistic CKY
parser as described in [9] or another pre-trained sequence-to-sequence network, then a
custom Mizar elaborator [15] can be invoked to fill in type information on all involv-
ing notions of the intermediate statement. Successful elaboration amounts to successful
type-checking of the Mizar statement. We have already plugged in our custom elaborator
into the learning toolchain, and experimented with several suitable formats (lisp-based
parse trees, TPTP, prefix notation) for the neural task that precedes the elaboration.
The biggest issue seems to be the verbosity of some of the formats, that seems unsuitable
for unmodified neural sequence-to-sequence methods. The best representation however
achieves a reasonable perplexity (less than 2) on a dataset of 50000 aligned statements,
indicating that it will be possible to set up interesting feedback loops based on elaboration.

3. Explore various input-output formats and figure out new evaluation metric.
Progress in tree neural networks [16] has made it tempting to be adapted in informal-to-
formal translation, as both informal and formal statements are suitable to be represented
in tree format. We will see the gain from different input-output combinations and in-
corporate the result into the above two experiments. Currently we evaluate the quality
of translated statements using standard NLP metrics (e.g. BLEU rate, perplexity), new
metrics that are more akin to logical statements need to be explored and adapted when
the output formats are changed.

We hope the proposed experiments could reveal insights on informal-to-formal translation.
Positive results from the above experiments can provide us with more confidence in using
machine learning in auto-formalization of mathematics. The talk will report on the several
experiments done so far and the results achieved in them.
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